
Goal Recognition as Reinforcement Learning

Leonardo Amado1, Reuth Mirsky, 2,3, Felipe Meneguzzi 4,1
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Abstract

Goal recognition approaches often rely on manual specifica-
tions of the environmental dynamics an agent needs to over-
come to achieve its goals. These specifications suffer from
two key issues: they require careful design by a domain ex-
pert, and they often need costly real-time computations to
compare observations with valid plans for each goal hypothe-
ses. We overcome these limitations by combining model-free
reinforcement learning and goal recognition. The resulting
framework consists of two main stages: offline learning of
policies or utility functions for each potential goal, and on-
line inference. We provide a first instance of this framework
using tabular Q-learning for the learning stage, as well as
three mechanisms for the inference stage. The resulting in-
stantiation achieves state-of-the-art performance against goal
recognizers on standard evaluation domains and superior per-
formance in noisy environments. A full paper describing this
work has been published at AAAI 2022.

Introduction
Goal recognition (GR) is a key task in artificial intelligence,
where a recognizer infers the goal of an actor based on a se-
quence of observations. Consider a service robot that wishes
to assist a person in the kitchen by fetching appropriate
utensils without interrupting the task execution or demand-
ing attention for specifying instructions (Kautz and Allen
1986; Granada et al. 2020; Bishop et al. 2020). Most GR ap-
proaches rely on an arduous process to inform the recognizer
about the feasibility and likelihood of the different actions
that the actor can execute. This process might include craft-
ing elaborate domain theories, multiple planner executions
in real-time, intricate domain optimizations, or a combina-
tion of these tasks. Several limitations of this process are:

Cost of Domain Description: Crafted domain theories re-
quire deliberate design and accurate specification of do-
main dynamics, which is usually a process done manu-
ally by an expert. In highly complex environments, man-
ual elicitation of such a model might even be impossible.

Noise Susceptibility: As specifying accurate domain dy-
namics is costly, many specifications are incomplete and
cannot inform the recognizer about unlikely observations
or partial observation sequences. This property makes
many goal recognizers susceptible to noise.

Online Costs: Some recognizers require costly online com-
putations, such as multiple planner executions. These
computations can hinder the recognizer’s real-time infer-
ence ability, especially when observations are processed
incrementally and the goal of the actor needs to be re-
evaluated many times throughout the plan execution.

We develop a framework to address these limitations
by replacing manually crafted representations and online
executions with model-free Reinforcement Learning (RL)
techniques. This framework performs efficient and noise-
resistant GR without the need to craft a domain model and
without any planner or parser executions during recognition.

Problem and Approach Overview
We begin by defining a GR problem in a way that is consis-
tent with existing literature (Meneguzzi and Pereira 2021;
Mirsky, Keren, and Geib 2021). Given a domain theory T, a
set of possible goals G, and a sequence of observations O,
a goal recognition problem consists of a goal g ∈ G that
explains O. This work proposes multiple semantics for ex-
plains, and we start by defining an RL-based domain theory.

A policy π(a | s) for an MDP is a function that defines
the probability of the agent taking action a ∈ A in state s ∈
S. Some RL algorithms, such as Q-learning, compute the
policy of an agent using a Q-function Q(s, a), which is an
estimation of the expected return starting from s after taking
action a. In our new framework, a domain theory T consists
of the state and action spaces and the transition function p of
an MDP, but the reward is replaced with a set of policies or
Q-functions. Unlike planning-based GR where the domain
theory is decoupled from the problem instance (the set of
possible goals G), here T depends on the set of goals. We
define two types of domain theories:

Definition 1 (Utility-based Domain Theory) A utility-ba-
sed domain theory TQ(G) is a tuple (S,A, p,Q) such that
Q is a set of Q-functions {Qg}g∈G .

Definition 2 (Policy-based Domain Theory) A policy-ba-
sed domain theory Tπ(G) is a tuple (S,A, p,Π) such that
Π is a set of policies {πg}g∈G .

Both domain theories consist of a set of MDPs with the
same transitions, but have different reward functions for dif-
ferent goals, as implicitly dictated from the Q-functions or
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Figure 1: The Goal Recognition as RL framework.

the policies. Our aim is to learn either a good policy or a
utility function that represents the expected behavior of ac-
tors under each of these MDPs. We use this formulation to
provide a new definition for a goal recognition problem in
which we replace the abstract notion of T and combine the
goal set G into these domain theories.

Definition 3 (Goal Recognition Problem) Given domain
theory TQ(G) or Tπ(G) and a sequence of observations O,
output a goal g ∈ G that explains O.

Using this new problem definition, we develop our frame-
work to solve these goal recognition problems, discuss how
to learn TQ(G) or Tπ(G), and how to decide which goal g
best explains observations O.

Our new framework consists of two main stages: (1)
learning a set of Q-functions; and (2) inferring the goal of
an actor given a sequence of observations. Figure 1 illus-
trates this process. First, the initial inputs are state and action
spaces, S A, p, and a set of goals G.

The inferred goal g∗ is the one that minimizes the mea-
sured distance between its respective Q-function and the ob-
servations, as defined in Equation 1.

g∗ = argmin
g∈G

DISTANCE(Qg,O) (1)

Amado, Mirsky, and Meneguzzi (2022) detail the specific
distance measures in the Goal Recognition as Q-Learning
(GRAQL) framework, but, in summary, it uses:
• MaxUtil: which consists of accumulating the utilities

over the states/actions in the observations for each of the
Q-value functions Qg for g ∈ G

• KL-divergence: which consists of summing the diver-
gence between the probability distributions encoded in
softmax policies πg generated for each goal hypothesis
g ∈ G and a pseudo-policy encoded for the observations;
and

• Divergence Point: which consists of computing the point
in which the softmax policies above diverge from the
same pseudo-policy.

Figure 2 summarizes experimentation of our approaches
against the approach from Ramı́rez and Geffner (2010) un-
der full observability. The experimental domains use PDDL-
Gym (Silver and Chitnis 2020) as the evaluation environ-
ment. PDDLGym is a python framework that automatically
constructs OpenAI Gym environments from PDDL domains
and problems. Thus, for each PDDL domain used by state-
of-the-art GR algorithms, we generate the parallel repre-
sentation in Gym for GRAQL. We use three domains from
the PDDLGym library for their similarity with commonly
used GR evaluation domains: Blocks, Hanoi, and SkGrid

Figure 2: Comparison of R&G, MaxUtil, KL, DP by their
accuracy, precision, recall, and F-score for full observability.

(The latter highly resembles common GR navigation do-
mains such as those used by Masters and Sardina (2019)).
These results show that GRAQL is able to achieve compara-
ble results to the state-of-the-art with fully observable trajec-
tories. Further experiments can be found in Amado, Mirsky,
and Meneguzzi (2022), showing that GRAQL achieves su-
perior performance in noisy environments.

Discussion and Conclusion
Our framework uses learned Q-values or policies, implicitly
representing the agent’s perceived reward under observation
in lieu of explicit goals from traditional GR. This approach
allows us to solve GR problems by minimizing the distance
between an observation sequence and Q-values representing
goal hypotheses or policies extracted from them. Our dis-
tance measures are competitive with the reference approach
from the literature (Ramı́rez and Geffner 2009) in all ex-
perimental environments, and some distance measures out-
perform the reference approach in most domains, especially
when the observation sequence is noisy or partial. This work
paves the way for a new class of GR approaches based on
model-free reinforcement learning. Future work will focus
on new, more robust distance measures and mechanisms to
handle noise explicitly, as well as experimenting with mod-
els learned using function approximation (e.g., neural net-
works).
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