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Planning Annotation in RL
Derive hierarchical RL architecture from AI planning task

Generate option specifications from planning operators

Solving Planning Annotated RL Task
Utilize AI planning and RL algorithms and improve sample efficiency

Future Work
Online approach interleaves option selection and intra-option learning
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Solving PaRL

Options from AI Planning Task

Offline Options Training with SMDP learning

Select options for a problem given a fixed initial/ terminal state.
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SMDP Learning + PPO using pretrained options [Sutton, Precup, and Singh 1999]

[Schulman, et. al 2017]

[Sutton, Precup, and Singh 1999]

Hierarchical RL
Define master/slave architecture and master policy generates subgoals for each slave

Option Critic
End-to-End approach for training intra option and option level policy functions

PEORL/SDRL
Derive a Planning task from BC action language

Taskable RL
Derive a planning task from subtasks in RL problem
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