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Tree Search Algorithm

Generalized Planning Policy Representation

. ' ina ai indi » We use GBFS with a full
Generalized planning aims at finding plans that work for . Our policy is composed of two modules: a graph X i
many problems . . policy rollout at eac

embedding module and an action module expanded leaf

» We researched learning policies that generalize very well, | « The graph embedding module is a graph neural network . Only the first state-action

acting as approximate generalized plans (GNN) which performs message passing between the of the rollout is added to the
: graph nodes open list
51.01.6 Represen*at'on et e Emirea;;ing e Embedded N Action _»
GNN Graph Module Scores

» We represent states and goals as a graph, with nodes,

edges and global features Experimental Results
» The graph is complete, and structure is encoded Actions List
through the features » Test success rate against number of expanded states:

» Embedded elements are clustered by their type and
concatenated with an indicator vector
on table - Finally the effect vectors are scattered back to their
‘ actions and aggregated to from action embeddings

» State features are concatenated to goal features
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